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Abstract: The problem of providing high predictability when scheduling critical and hard real-

time applications on embedded and DSP-based platforms is studied in this paper. A model of hard

real-time tasks, the ModX (executable module), is presented and a set of non-preemptive scheduling

techniques are discussed, based on this model. Extensive evaluation tests have been performed to

simulate and analyze the proposed scheduling algorithms and their comparative performance. The

main evaluation results are also discussed in this work.
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INTRODUCTION

Digital  control is a topic of major interest  in today's engineering and research activities.

Embedded systems and digital signal processing (DSP) systems [Cre03, Gro04] are widely used in

digital  control  applications,  requiring  in  most  cases  hard  real-time  behavior  of  the  hardware-

software components. There are two essential characteristics an embedded platform has to meet to

provide correct  operation  results  for  critical  applications  [Mic04a,  Ste01,  Gai02]:  (a)  the entire

process  of  system development  should  integrate  the  time  coordinate,  and  (b)  the  system must

provide maximum of predictability for the hard real-time tasks.

Our current research focuses on developing suitable methodologies and architectures that

enable hard real-time systems to meet the two basic requirements stated here. The approach is based

on  studying  and  integrating  proper  models  of  time,  signals  and  tasks,  emphasizing  on  non-

preemptive scheduling techniques.

HARD REAL-TIME TASK MODEL

A ModX (executable module) is defined [Mic04b] as a periodic, modular, hard real-time task, with

strict temporal specifications, scheduled and executed in non-preemptive context:
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FSPT ,,,iM (1)

where: P = {PIN, POUT, PGLB} is the set of input, output and global parameters of Mi, respectively; S

= {SIN, SOUT} is the set of input and output signals Mi interacts with; F is the task's instruction set

(its functional specification); and:
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represents the set of temporal parameters of  Mi, in their respective order: period, execution time,

deadline, delay of execution during each period, and execution count (Figure 1).
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Figure 3. Temporal parameters of ModX Mi

NON-PREEMPTIVE SCHEDULING ALGORITHMS

Two main dynamic non-preemptive scheduling algorithms, considered as most efficient in

the literature [Geo96, Kan98, Jef91], have been adapted to our task model:  MLFNP (Minimum

Laxity  First  Non-Preemptive)  and  EDFNP (Earliest  Deadline  First  Non-Preemptive).  A  set  of

lemmas and theorems are introduced to discuss the particularities of these algorithms and some of

the schedulability tests which apply to our ModX model.

The implementation of a particular  scheduling algorithm on a target  embedded or DSP-

based  platform  requires  the  additional  execution  of  an  online  scheduler,  MS,  along  with  the

application ModXs. A typical online scheduling and execution architecture includes a  Dispatch

Table ("HDis_Tab") of a bounded length  and a Dispatcher system task, in addition to the online

scheduler MS (see Figure 2). We propose two approaches: an online scheduler with constant number

of ModX executions during each scheduling cycle – CEC-NPOS (Constant Execution Cycles – NP

Online Scheduler), and a cyclic (periodic) online scheduler – PC-NPOS (Periodic Cycles – NPOS,

see also Figure 2). Additional necessary conditions imposed by the CEC-NPOS and PC-NPOS, as

in (3), are derived and demonstrated.



















 
n

i

M
pr

M
ex

M
pr

iSS TTT
1

12  (3)

Solution space
[technologies  basic requirements]

Functional requirements

54



Computer science

t

. 
. 

.

M i

M j

t

t

. 
. 

.

k scheduling cycle

MS

. 
. 

.

3, kt p, kt

 1, kt

, kt

0, k+1t

1, k+1t

r, k+1t

u, k+1t

, k+1t

k+1 scheduling cycle

 executionsk  execut ionsk+1

HDis_Tab

. . .

, ktSM

iM 3, kt

jM  1, kt

iM p, kt

0, kt

. . .

. . .

1, kt
2, kt

k
execs.

. . .

SM

iM

jM

. . .

. . .


k+1

iM
jM

r, k+1t

0, k+1t

1, k+1t

u, k+1t

, k+1t

. . .

 +1
execs.
in total

pr
MST

HDis_Tab

execs.

pr
MST

Table Base

Pointer

t

. 
. 

.

M iM i

M jM j

t

t

. 
. 

.

k scheduling cycle

MS

. 
. 

.

3, kt p, ktp, kt

 1, kt

, kt, kt

0, k+1t0, k+1t

1, k+1t

r, k+1tr, k+1t

u, k+1tu, k+1t

, k+1t, k+1t

k+1 scheduling cycle

 executionsk  execut ionsk+1

HDis_Tab

. . .

, kt, ktSM

iM 3, kt

jM  1, kt

iM p, ktp, kt

0, kt

. . .

. . .

1, kt
2, kt

k
execs.

. . .

SM

iM

jM

. . .

. . .


k+1

iM
jM

r, k+1tr, k+1t

0, k+1t

1, k+1t

u, k+1tu, k+1t

, k+1t, k+1t

. . .

 +1
execs.
in total

pr
MSTpr
MST

HDis_Tab

execs.

pr
MSTpr
MST

Table Base

Pointer

Figure 4. Example of two consecutive scheduling cycles, for the PC-NPOS algorithm

PERFORMANCE OF THE NON-PREEMPTIVE ALGORITHMS

A comparative evaluation of the MLFNP and EDFNP offline algorithms and of the CEC-

NPOS and  PC-NPOS online schedulers  has  been performed,  using 12 workstations.  More than

59000 tests have been accomplished to calculate the schedulability ratio (SR) for the two pairs of

algorithms, as a function of the following additional parameters: the total number of ModXs in the

sets, the processor utilization PU and the ModX periods, randomly generated using the uniform and

normal distributions (Figure 3).
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Figure 5. Performance evaluation of the offline and online non-preemptive scheduling algorithms
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CONCLUSION

Critical and hard real-time applications require high operation predictability of the target

system.  Non-preemptive  task  models  and  scheduling  techniques  have  been  proven  as  a  valid

solution to develop and implement such applications on embedded and DSP-based platforms.

The performance evaluation tests show that EDFNP behaves better than MLFNP. Therefore,

EDFNP has  been chosen as  the core of  the  online  scheduling  algorithms further  developed to

accommodate  the realistic  implementation  of non-preemptive  scheduling on real-time platforms

(CEC-NPOS and PC-NPOS). Extensive evaluation tests also prove the efficiency of the PC-NPOS

online scheduling technique over the CEC-NPOS algorithm.

The  non-preemptive  task  model  and  scheduling  techniques  presented  in  this  paper  are

currently  being  used  in  the  development  and  implementation  of  a  hard  real-time  kernel  on  a

Motorola DSP56307 EVM platform: the HARETICK kernel [Mic04a].
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