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Abstract – The paper put into discussion the numerical solving 

of the well known problems in the field of production planning - 

the facility location problem and the balancing problem SALBP-I 

(Simple Assembly Line Balancing Problem - I).  A model in terms 

of Second-Order Cone Programming (SOCP) of the above 

problems is obtained. 
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I. INTRODUCTION  

The well known problems in the area of production 

planning are defined as: 

 the facility location problem, 

 assembly line balancing problem. 

Both of them play an important role in the modern economical 

world. The investigation in this field is presently attracting 

much attention because of their impact on optimal 

organization of the production. The facility location problem 

involves grouping of equipment, machinery, spaces available, 

etc. in order to determine the best solutions to an objective 

function, while the industrial information system requirements 

are satisfied [1,2]. On the other hand, the assembly industry is 

a promising way of balancing assembly lines to quickly adapt 

to possible changes [3]. 

Most of mathematical models for the considered problems 

are formulated in terms of linear programming with binary 

variables and fit into the class of NP-hard problems [4, 5]. It is 

probably impossible to secure optimal solutions using fast 

algorithms, in the case of NP-hard problems. It is really 

difficult to apply the methods for large scale problems. 

Therefore, approximate methods are used by which solutions 

can be found "good" in a reasonable time. It is well known, that 

for NP-hard problems an approximation is constructed for the 

whole problem. When building a specific approximation, 

different methods and techniques may be used together, such 

as exact polynomial methods, iterative approaches, and 

relaxation methods. Approximate methods fall into two broad 

classes: heuristics and local search methods based on relaxation 

of the formulated problems, renouncing provided that problems 

are integer variables [6]. In this paper we propose 

reformulation and relaxation in terms of second-order cone 

programming (SOCP) of the considered problems. Such type 

of relaxation supposes that the variable 0iy  or 1iy  is 

equivalent to condition 2
ii yy  . Similar relaxation techniques 

were proposed in [7, 8].  

The paper is organized as follows. In section II, we briefly 

describe mathematical models for considered problems. In 

section III, we show that it is possible an SOCP relaxation for 

facility location problem and simple assembly line balancing 

problem. In section IV, we conclude with a few final remarks.  

II. MATHEMATICAL PROGRAMMING MODELS 

A. The Facility Location Problem 

Let 

 sD ,,2,1  - a finite set of “clients”; 

 mF ,2,1  - a finite set of possible “facilities”; 

if  for every facility Fi ; 

ijc  - the costs of service for ; 

1ijx , if facility i serves the client j, otherwise 0ijx ; 

1iy , if the facility i is open, otherwise 0iy . 

The mathematical model of the facility location problem 

can be expressed as [1, 2, 6]: 
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The objective function minimizes the sum of cost and fixed 

costs for establishing facilities. The constraints iij yx  ensure 

that every location Dj is assigned to some location Fi .  

B. The Simple Assembly Line Balancing Problem 

The assembly line balancing problem was first formulated 

in 1955 by Salvenson [3]. The general problem of assembly 
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line balancing can be defined in various ways. The problem 

definition is as follows. The assembly line consists of a finite 

number of workstations that are running individual operations 

(tasks) to manufacture a product. The problem now is how to 

combine operations and workstations in order to obtain an 

optimal distribution of the workload to a minimum number of 

stations. At the same time, it is necessary to ensure conditions 

of precedence for the execution of operations. There were 

defined a few types of the assembly line balancing problem. 

The first class of problem (type I or SALB-I) minimizes the 

number of workstations, maintaining the desired cycle time 

[10].  

We denote by P the immediate precedence matrix of 

dimension nn : 

 





otherwise. ,0

, task ofsuccessor  immediatean  is  task if ,1
,

ij
jiP 

It is considered to be known the production rate R (the 

number of items collected per unit time) and the processing 

time it of the operation i . The number of stations can not be 

lower than CT , where 




n

i

itT

1

 is the time of all needed 

operations, and RC 1  is the total cycle time of the assembly 

line. It is required to perform the distribution of operations to 

workstations so that the number of jobs to be minimal, i.e. the 

maximizing of the number of "empty" jobs. An "empty" is a 

plant that does not perform any operation.  

It is assumed an assembly line of n stations. At each station 

runs one operation by a person or an automatic device (robot), 

which is needed to manufacture a product. For product 

assembly all operations must be done in a strict order. Assume 

the following conditions [11]: the assembly line is designed for 

a single product and supports only one mode of functioning; 

the stations are serial arranged; the execution time for 

operations is deterministic; the partition of operations is 

prohibited; all operations must be performed; there are 

precedence constraints; the execution time of an operation does 

not depend on the station on which is running; the cycle time is 

fixed. 

We introduce Boolean variables ijx  and iy : 






otherwise. ,0

,on  workstati toassigned is  task if ,1 ji
xij 






otherwise. ,0

,it  toassigned task a has on  workstatiif ,1 i
yi 

such that, 1ijx  if the operation i  is carried out at the 

workstation j  and 0ijx  when it is carried out at another 

station; 1iy  if one of the operations is performed at the 

station i , and 0iy  in the opposite case. For the SALBP-I 

problem different formulations have been proposed. We will 

consider the following mathematical model [11]:  
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Constraints (3) ensure that each operation will be 

performed only at a single workstation, and constraints (4) - 

that the cycle must be greater than or equal to the length of 

time at all stations. Constraints (5) require the precedence 

relations between operations. If 0ikx  (operation i is not 

running at the station k), then 


k

j

ikx

1

 may take any value of 0 

or 1 and constraints (5) become 0

1




n

j

sjx , it is always true 

and not represent a constraint. If 1ikx , then constraints (5) 

are equivalent to restrictions (3). Constraints (6) mean the 

following: if 0ky , then nx
n

i

ik 
1

, which relationship is 

always satisfied. Thus (2) gives the number of "empty" jobs, 

i.e. the number of stations with 0
1




n

i

ikx , stations that do not 

perform any operation. Constraints (7) force ijx  and iy  to be 

binary.  
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Various heuristic and exact methods [11-14] have been 

proposed to solve the zero-one linear program (2)-(7).  

III. A SECOND ORDER-CONE PROGRAMMING RELAXATION 

We use the following notation in this paper: 


i

ii
T yxyx for the inner product of column vectors x and y; 

Tx  denotes the transposition of  x and Tx is row vector;  

xxx T
2

– the Euclidean norm of a vector x; 

ix denotes the thi component of x; 

ie  – the vector with all components equal to zero, except the 

thi  component, which is equal to one; 

I  – the identity matrix. 

The condition that iy and ijx are binary is equivalent to the 

non-convex quadratic constraints: 

02  ii yy and 02  ijij xx 

which in turn are equivalent to the following constraints: 
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Define T
iii eeM  – the matrix whose all entries are zero, 

except the ),( ii  entry which is one. 

The constraint 02  ii yy  can thus be reformulated as: 

,0 yeyMy T
ii

T 

from which 

 0)(  yyyeyIMy TT
ii

T  

where  

.),,,( 21
T

nyyyy  

It can be easily observed that the matrix IM i  is positive 

definite, that you can rewrite using Cholesky decomposition as: 

2
ii

T
ii LLLIM  

where 
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Let nonnegative variable 
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Then the relationship (8) can be rewritten as: 

 iii
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The hyperbolic constraint (9) is equivalent to the second-

order cone constraints [9]: 
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Analogously can be obtained the second-order cone 

reformulation for the constraints  

02  ijij xx 

For this we denote the vector: 

T
njjjj xxxX ),,,( 21  

It can be established that the constraints 02  ijij xx  are 

equivalent with: 
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and applying the above technique, we obtain  

 jitXe
XL

tXe
jj

T
i

ji

jj
T
i

,,1
2

1

2














 
 

On the other hand, it can be observed that the conditions 
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0)( 2 
i

ii yy and 

i j

ijij xx 0)( 2 

implies the linear constraints: 
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Finally, we mention that the quadratic constraints 

 ,0 yyt T  n
T
nn

TT XXtXXtXXt  ,,, 222111   

used above in constructing second-order cones (9) and (10) 

are non-convex. We relax constraints (12) as follows: 

jtXXtyy jj
T
j

T  ,,0 

The last constraints are equivalent to following second order 

cones constraints: 
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Thus, we may relax the problem (2)-(6) to the following 

second-order cone programming problem: 

min

1




n

i

iy 

subject to (3)-(7), (10), (13) and 
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IV. CONCLUSIONS  

The paper presents a relaxation of the simple assembly line 

balancing problem and facility location problem in terms of 

second-order cone programming. These problems can be 

effectively solved by the interior point algorithm [15]. There is 

specialized software for solving conic optimization problems 

[16]. 
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