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Abstract. The work is devoted to automatic text analysis in order to detect the 

demagoguery. The demagoguery is used to play with the hopes and fears, and 

especially the hatred, of the people, betraying their true interests for the sake 

ofà oŶe͛sà oǁŶà politiĐalà popularity and power [1]. Automatic detection of 

demagoguery in texts will help people to stay aware of their real goals and 

avoid such publications.  

Theoretical aspects of demagoguery such as types of demagoguery, its 

subjects and objects, areas of application and basic techniques are 

exhaustively studied and described in the theoretical part of the work.  

The practical part describes the work of the dataset collection and 

annotation. The texts with various types of demagoguery and without it had 

been collected from various news sources in Russian language. The task of 

demagoguery detection and classification was a difficult one even for human 

annotators. Several persons evaluated the collected texts, then the 

ĐoŶsisteŶĐǇàofàeǀaluatioŶàhadàďeeŶàĐalĐulatedàusiŶgàCoheŶ͛sàыappa [2]. The 

ƌesultiŶgà ĐoƌƌelatioŶsà depeŶdedà oŶà theà aŶŶotatoƌ͛sà eǆpeƌieŶĐeà aŶdà ƌaŶgedà
from 0.44, that is considered moderate agreement for the Cohen scale, to 

0.84, that is almost perfect agreement.  

Initially, five types of demagoguery have been defined; the total number 

of six classes used for annotation included five types of demagoguery and texts 

without demagoguery. Table 1 presents statistics for the collected dataset. It 

is clear that some classes were presented by a very small number of texts; such 

a small number was definitely not enough to train any machine learning 
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classifier. Thus, for machine learning experiments, a decision had been made 

to transform the annotation into binary one: 0 – no demagoguery, 1 – 

demagoguery is present.  

Table 1. Class rates for multi-label classification 

markers Type of demagoguery Number of texts 
% percent of the 

whole set 

0 Without any kind of demagogy 211 42.3 

1 Appeal to the obvious 49 9.8 

2 Appeal to the individual 127 25.5 

3 Appeal to authority 44 8.8 

4 Appeal to the majority 29 5.8 

5 False dilemma 39 7.8 

By merging all types of demagoguery in one class, an almost balanced 

dataset was obtained with 52.1% of text without any kind of demagoguery and 

47.9% of texts with presence of demagoguery. 

Several methods of machine learning had been tested for demagoguery 

ĐlassifiĐatioŶ.àáŵoŶgàtheàĐlassiĐalàoŶes,àLogistiĐsàƌegƌessioŶ,àNaïǀeàţaǇesàaŶdà
KNN had been selected [3]. In the experiments with all 6 classes, traditional 

models could detect with acceptable accuracy only large classes, 0 and 2. In 

binary classification, however, they demonstrated rather good results: F-

measure was in the range of 0.86–0.89. 

In the final set of experiments, all these models were tested on a separate 

list of 20 texts of different styles. Actual accuracy varied from 60% to 100% 

depending on the model and studied class. 
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