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I. POINTS OF INTEREST AND DATA MINING 
 
The points of interest (POIs) are specific data in 

database, they represent the points (In this paper we will 
use the words point and observation in the same way) 
which are more informative. They are detected 
automatically or provided by the expert. They represent a 
particular observations that may give us an idea on the 
whole information present in the database. When we know 
this information we can easily generalize some 
characteristics of these points to other points close to them. 
The methods based on points of interest are generally used 
in supervised learning, especially in methods of 
visualization. Among them are in 2D, we can cite systems 
VIBE [13], SQWID [16], Radial [3], Radviz [12] and 
POI2D [6] which has been used to displaying documents 
provided from search engine. Generally the selected POIS 
are keywords used in the request and data is the documents 
generated. We can also cite 3D visualization methods such 
as VR-VIBE system[4]  and POI3D [7]. 

In Da Costa and Venturini approach [6], authors present 
an approach based similarity measure to cluster all types of 
data (numeric, symbolic images, Text, etc.) and which 
allow the expert, using a visualization based on points of 
interest (POIs), to label data.  

In the supervised way POIS are selected so as to have for 
each class a representative data. We can also cite the POIS 
of H. Frigui [8] which proposes to use a pre-processing 
technique to select automatically and label the points of 
interest from non labeled data.  

The methods based on points of interest are often used in 
the supervised and semi-supervised case and it is close to 
the active learning. 

Active learning is based on learning methods which 
allow model to interact with its environment by selecting 
relevant information [5]. 

It allows interaction with a human expert to select data. 
It also permits to build all learning during training [8] [17]. 
So, active strategies can really accelerate learning by 
considering the most Information [9] [14]. 

The unsupervised learning is a complex optimization 
task that presents several minima local. The problem is 
more challenging when the data sets are large, noisy, and 
with limited knowledge. The self-organizing maps are 
often used for this type of unsupervised learning. The 
methods based on points of interest have proven their 
efficiency in several supervised and semi-supervised tasks; 
for these reasons, we are motivated to show the possibility 
of their use in the unsupervised case. We are inspired by 
these systems to detect and use the relevant points in 
learning of self-organizing map. This new notion of points 
of interest will be noted in the area of the map references of 
interest (ROIs: References Of Interest). 

II. SELF-ORGANIZING MAP AND REFERENT OF 
INTEREST 

Self-organizing maps are increasingly used as tools for 
visualization, as they allow projection over small areas that 
are generally two dimensional.  

The basic model proposed by Kohonen consists on a 
discrete set C of cells called map. This map has a discrete 
topology defined by undirected graph; usually it is a 
regular grid in 2 dimensions. We denote p the number of 
cells. 

 For each pair of cells (c, r) on the map, the distance d(c, 
r) is defined as the length of the shortest chain linking cells 
r and c on the grid. For each cell c this distance defines a 
neighbor cell; in order to control the neighborhood area, we 
introduce a kernel positive function K(K>=0 and lim 
K(x)=0 x->∞} ).  We define the mutual influence of two 
cells c and r by K(d(c,r)).   

 
In practice, as for traditional topological map we use 
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smooth function to control the size of the neighborhood as 
 
 
 
 Using this kernel function,   T becomes a parameter of 

the model. As in the Kohonen algorithm, we decrease T 
from an initial value Tmax to final value Tmin. Let Rd be 
the Euclidean data space and (zi; i=1,…N) a set of  
observations, where each observation  z_i=(z1i, z2i,..., zdi) is 
a continuous vector in Rd. For each cell c of the grid, we 
associate a referent vector wc=(w1c,w2c,...,wjc,...,wdc)  of 
dimension d. We denote by W the set of the referent 
vectors. The set of parameter W has to be estimated from A 
iteratively by minimizing a cost function defined as 
follows: 

 
 
 
Where φ assign each observation z to a single cell in the 

map C. We will discuss in this work the problem of 
automatic detection of referent of interest (ROIs) and their 
use during the learning process. In this paper the modified 
topological algorithm will be named SOMROIs 
\footnote{Self-Organizing Map and Referents of Interest}. 
Indeed, during the learning process and the assignment 
phase, each observation is assigned to a cell c in C which is 
associated to referent wc. When database A is assigned, 
each cell of the map will be characterized by its size (the 
number of observations collected by cell). All referents of 
the map are not equivalent and therefore there will be 
referents more important than others. They will be also 
used in the learning process to better organize the map 
topology. All of the ROIs will be denoted by WROIs. It is 
obvious that the detection of ROIs involves the detection of 
POIs. Indeed each referent is associated to observation 
subset "cluster". 

For the automatic detection of ROIs in the SOM map, 
we use the distortion measure (In the real case we have use 
the Som-distortion function of the SOM Toolbox). We take 
into account the size of cell; the referents which receive 
more observations are the most important. 

 
In the following we present the algorithm (SOMROIs) 

we propose and which permits to produce in one step 
topological organization and ROIS detected automatically. 

 
BEGIN SOMROIs  
REQUIRE SOM map init, data set D, threshold of 

distortion, 
ENSURE  SOM map, set of ROIs 
Step1 :  ROIs search s 
-  Compute distortion using the current neighborhood 
-  Select referents which have quantification error 

lower than threshold distortion  
 Step 2 : Assignment 
FOR{j=1 à  N} 
- Z = =D[j] 
- Find the best match unit among a set of ROIs 
 
 

 
- Select the  referents which are in neighborhood of 

ROI, V φ(z)  
-  Select in this neighborhood V φ(z)  the best match 

unit of referent 
 
 
ENDFOR 
-  Traditional quantization phase which consist to adapt 

the weight of referent vectors.  
END 
 
It is clear that in the proposed algorithm in addition to 

the automatic detection of ROIs, the principal difference 
with traditional topological maps still the assignment 
phase.  

First, for each observation, z, we find the best match ROI 
which permit us to define an assignment area Vφ (z). This 
region firstly will be limited to only one referent ROI and 
grow in the learning process to include other referents. 

From the point of view complexity, the assignment 
phase in traditional topological maps performs throughout 
the learning phase for each example p assignment. With 
our proposal studies the number of assignment change 
throughout the learning from |WROIs| to |W| = p where p is 
the number of cell. We can note that the referents of 
interest have a real active role in self-organizing map. 

III. EXPERIMENTATIONS 
We have evaluated and compared our algorithms on a 

several databases. The databases ART1 to ART5 are 
artificial and have been generated with Gaussian and 
Uniform distributions. The others have been extracted from 
the machine learning repository [1] [2].  

Table I presents for each data set, the actual number of 
real classes c_r, the data dimension d and the total number 
of data N. 

 
TABLE I. DATASETS USED IN THE EXPERIMENTATION 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure I show some map 2D projections. The red cells 

indicate the ROIS and the the remaining cells are in blue.  
Analyzing projections, we can detect the interesting areas 



6th International Conference on Microelectronics and Computer Science, Chişinău, Republic of Moldova, October 1-3, 2009 
 

         270

on the map. Indeed in Figure I , the ROIs present connex 
referents. We observe that the number of clusters indicated 
by connex ROIs is similar with the real number of clusters. 

 
 

 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
We present in the table II a comparison between the 

traditional Kohonen algorithm (SOM) and the SOMROIs. 
We observe an increase of empty cells for the majority of 
data set compared to the standard version. 

 
TABLE I. COMPARISON BETWEEN THE SIZES OF SUBSET 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
We have also compared the quantization error of the 

SOMROIs with standard algorithm of SOM Toolbox (table 
III). We observe that we have the same results for both 
algorithms which can confirm that our approach works 
efficiently and provide more information’s than a 
traditional SOM. Table VI provide a comparison of 
topological error between the standard algorithm (SOM) 
and the proposed method.  

We observe an improvement in the topological error for 
some data set compared to the standard version. We also 
observe that some result of topological a bad result; this is 
due to a distribution measure and the use the ROIs to 
organize the map. 

 
 

 
 
 
 
 

TABLE III. COMPARISON WITH QUANTIZATION ERROR 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

TABLE VI. COMPARISON WITH TOPOLOGICAL ERROR 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

IV. CONCLUSION 
 
In this paper we have presented a new approach for 

unsupervised learning of the topological map, which is 
based on points of interest or more precisely referents of 
interest (ROIs). We have presented the detailed algorithm 
and its process (SOMROIs). The obtained results have 
been compared to those found by the traditional Kohonen 
algorithm (SOM). This comparison confirmed that the 
proposed approach is promising and can be used in various 
applications of data mining. Our model presents in a single 
phase a hierarchical view of data (the ROIS, then the 
topological map with the associated prototypes and the 
data).  There are several perspectives with this work. First 
we must find other criteria which allow us to better 
characterize and detect automatically the referents of 
interest. Secondly we need to improve the efficiency of 
computation time of our algorithm by optimizing the 
Matlab code. 
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