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Rezumat

Teza de master cu titlul ,,Crearea modelelor bazate pe algoritmi de Invatare automatd pentru

predictia seriilor de timp” a fost realizata de masterandul Stamatin Alexandru.

In cadrul tezei de master, au fost analizati algoritmii existenti pentru predictia seriilor de timp, a fost
explorat si curdtat un set de date din lumea reala, dupa care in baza algoritmilor selectati au fost create si
evaluate modele de predictie. Au fost determinate caracteristicile de baza ale seriilor de timp prezente in
setul de date cum sunt existenta datelor lipsd si a multiplelor componente de sezonalitate. In rezultat, au
fost selectate instrumentele de predictie pentru crearea modelelor. Modelele create au fost evaluate dupa
diferite criterii pentru a determina cat mai exact calitatea predictiilor. In baza rezultatelor obtinute, au fost
formulate concluzii cu privire la viabilitatea utilizarii instrumentelor de predictie alese cu setul de date

selectat, precum si ajustarile necesare a parametrilor modelelor pentru a imbunatati calitatea predictiilor.
Cuvintele cheie sunt: serie de timp, predictie, analiza exploratorie, modelare
Tn continuare este descris pe scurt fiecare capitol al proiectului de licenta

- In primul capitol sunt analizate caracteristicile, modul de utilizare si avantajele algoritmilor
existenti pentru predictia seriilor de timp, sunt determinati factorii ce trebuie luati in consideratie
la selectarea instrumentelor de predictie

- In al doilea capitol este realizata analiza exploratorie a setului de date din lumea reald, sunt
identificate componentele de sezonalitate prezente precum si examinati pasii necesari pentru
curatarea datelor

- In capitolul al treilea sunt prezentate transformarile efectuate pentru curitarea setului de date,
sunt aplicate instrumentele de predictie, este analizat impactul modificarii valorilor unor
parametri ai modelelor utilizate precum si comparate strategiile de evaluare a performantei

modelelor.



Abstract

The Master Thesis with the title “Creating models based on machine learning algorithms for time

series forecasting” was completed by the graduate student Stamatin Alexandru.

Within the master thesis, an analysis of the existing algorithms for time series forecasting was
conducted, a real-world dataset was explored and cleaned, followed by the creation and evaluation of
forecasting models based on the selected algorithms. The main characteristics of the time series present in
the dataset, such as the existence of missing values and multiple seasonal patterns, were identified. As a
result, a set of forecasting tools was selected for creating the models. The created models were evaluated
using various metrics to determine as exactly as possible the quality of the forecasts. Based on the obtained
results, conclusions were made about the viability of using the selected forecasting tools with the chosen

dataset, as well as the tuning steps necessary to improve the quality of the forecasts.
The key words are: time series, forecast, exploratory analysis, modeling
Below is a brief description of the chapters present in the thesis:

- The first chapter offers an analysis of the characteristics, usage and advantages of the existing
algorithms for time series forecasting, as well as the circumstances that have to be taken into
consideration when selecting the forecasting tools

- The second chapter presents the exploratory analysis for the real-world dataset; the seasonal
patterns that exist in the data are identified followed by the examination of the steps needed for
data cleaning

- The third chapter describes the transformations that were needed to clean the dataset, the results
of using the forecasting tools, as well as an analysis of the impact of hyperparameter tuning

along with a comparison of various evaluation strategies for model performance
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Introduction

The rapid development and wide adoption of modern information technology tools by private
enterprises and public institutions has resulted in a significant increase in the amount of available data. This
creates certain challenges such as ensuring the security and integrity of the stored data. At the same time,
it presents important opportunities for institutions, as they can extract valuable knowledge from the data
and use it for various activities such as resource allocation or cost optimization. As a result, the way in
which institutions manage their data is having an increasing impact on their ability to achieve their stated

goals.

In order to effectively monitor and manage the way in which a system is functioning, it is often
important to analyze how the values of the system’s key parameters change with time. Because of this, the
efficient collection and processing of time series data is of special importance. As the number of devices
connected to the internet is increasing and more and more processes are moving into the digital realm, the
amount of data of this type is also growing significantly. A larger amount of data for training increases the
likelihood of building a performant model. It is expected that in the near future the role of time-series data
will expand considerably [1]. A logical consequence of this phenomenon is the growing demand for tools
and algorithms that can efficiently process time series data.

One of the key reasons for the growing interest in time series data is the fact that it can be used in
forecasting events or values for various parameters. Time series forecasting can provide real value to
institutions in a wide variety of fields [2]. Because of that, there exists a significant interest in the research
and development of tools and algorithms that would allow one to effectively analyze and extract knowledge
from time series data. Modern hardware equipment and software modules enable the solving of tasks
deemed impossible a few decades ago.

The release of new open-source software packages and the wide availability of performant hardware
equipment makes it possible for institutions of all sizes to create and take advantage of advanced forecasting
models. Recent algorithms allow solving more complex tasks such as analyzing a large number of time
series and processing data that contains various patterns. As a result, it is possible to build forecasting
models with an increased accuracy that can take into consideration a large number of data features of the
data. Additionally, advances in the field of cloud services enable a higher degree of flexibility in the
deployment and usage of forecasting models. New software packages that offer a detailed documentation
and an intuitive API increase the accessibility of forecasting tools. These developments lead us to the
conclusion that the adoption of forecasting models is becoming vital for entities of all kinds, thus making

research in this field more important than ever.
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