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Abstract— In the process of transition to Industry 4.0, 

the importance of applying cutting-edge technologies such 

as machine learning and artificial intelligence to replace 

human operators in industrial processes is explained by the 

need to automate industrial production processes. Replacing 

qualified human experts with artificial neural networks 

opens up a lot of possibilities for the implementation of new 

methods of industrial process automation. The problem of 

industrial process automation is quite complex because the 

decision-making process of the human expert is 

accompanied by uncertainty. 

Artificial neural networks represent one of the basic 

branches of artificial intelligence. At the moment, they are 

used in various fields to solve problems for which classical 

methods are unable to provide practical solutions. Thus, the 

problem of developing and training artificial neural 

networks for solving industrial process automation 

problems acquires major importance in the design of 

artificial intelligence systems. The training process directly 

depends on the data set on the basis of which the neural 

network is designed. 

 

Keywords—Industry 4.0; machine learning; artificial 

intelligence; industrial processes; artificial neural networks; 
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I. GENERAL ASPECTS OF USING NEURAL 

NETWORKS IN INDUSTRIAL PROCESSES 

The article presents a method of hardware 

implementation of artificial intelligence systems, the key 

elements for the application of these systems in the 

automation of industrial processes and the technologies 

used to implement intelligent solutions in the automation 

of industrial production systems. 

Starting from the problem of implementing artificial 

neural networks [5, 6, 8, 9, 13] for the automation of 

industrial processes, it was proposed to implement 

artificial neural structures based on programmable circuits 

[4, 7, 10-12]. The problem of automating industrial 

processes is quite complex, and various alternative 

methods are used to solve it, including artificial 

intelligence. In order to solve this problem, it is proposed 

to develop the architectural support for the 

implementation of artificial neural networks. Emerging 

from the computation behavior of artificial neural 

networks, there is the need to ensure their hardware 

support by designing specialized architectures. 

For assisted training of artificial neural networks, it is 

necessary to have a consistent set of data collected from 

the human expert and to choose the appropriate learning 

algorithm. The use of artificial intelligence in industrial 

processes offers enormous application potential for 

command and control of industrial processes. 

 

II. DESIGN OF ARTIFICIAL NEURON ARCHITECTURE 

The need to develop neural hardware architectures is 

driven by the actual requirements in industry. Artificial 

neural architectures have been developed and 

implemented with orientation to the requirements 

stipulated in the standards for the automation of industrial 

processes in Industry 4.0 [1-3]. 

Based on the specifics of the neural network 

implementation problem, programmable circuits were 

selected as the most suitable architectural support. Thus, 

the use of these architectures offers the possibility of 

parallelization and as a result the optimization and 

efficiency of neural calculations through the direct 

implementation of vector operations in hardware. 

For the implementation of neural models, specialized 

hardware architectures are needed that would be able to 

perform the computational process. The hardware 

implementation of neural models requires the 

implementation of the architecture of the neuron based on 

programmable circuits. Since the basis of any neural 

network is the classical model of the neuron, the task is 

reduced to implementing its model in hardware [5, 13]. In 

order to simplify the implementation process of the 

https://doi.org/10.52326/ic-ecco.2022/CE.06
mailto:silvia.munteanu@calc.utm.md
mailto:viorel.carbune@calc.utm.md
http://www.utm.md/


20-21 October, 2022 

Chisinau, Republic of Moldova IC ECCO-2022 
The 12th International Conference on 

Electronics, Communications and Computing 

   

 

245 

 

artificial neuron, the modular design of its internal 

architectures was realized [4, 7]: 

 inputs; 

 synaptic weights; 

 adder; 

 activation function; 

 outputs.  

Thus, the operating principle of the artificial neuron 

can be described by summing the weighted inputs and 

generating at the output the activation function applied to 

the obtained sum. The architectural model of the neuron 

must have a sufficient number of inputs that can be 

determined based on the conditions of the problem for the 

solution of which its model will be involved. in general, 

each neuron has n external inputs. The artificial neuron 

model was divided into five functionally different 

components: Inpts, Wghts, Snpss, Smtr, Trnsfr and Otpt, 

Figure 1, where: 

Inpts – inputs; 

Wghts – weights; 

Snpss – synapses; 

Smtr – sumator; 

Trnsfr – activation function; 

Otpt – outputs. 

The modular structure of the artificial neuron model 

will provide increased flexibility in the process of 

developing neural architectures, giving developers the 

opportunity to implement their own specialized 

architectures to solve certain problems. Thus, in the 

development process, engineers can select, for example, 

the activation function of each neuron. 

 

 

Figure 1.  Structure of the digital neuron. 

 

The synaptic block – Snpss (Figure 2), performs the 

multiplication of each input with its corresponding weight, 

Figure 1. The synaptic component in the structure of the 

neuron is elaborated using the multipliers that calculate 

the products between the respective pairs in parallel. The 

input vector of the RNA and the vector of weights are 

applied to the inputs of the synaptic component, and the 

output signal represents the vector of products obtained by 

multiplying each input with the respective weight. 

 

 
Figure 2.  Structure of the synapses module. 

 

The summation block – Smtr (Figure 3), performs the 

summation of all inputs. The summing component in the 

neuron structure is realized on binary adders. The vector 

of synaptic products is applied to the inputs of this 

component and the output is a scalar. 

 

 

 
Figure 3.  Structure of the summation module. 

 

The block for implementing the activation function – 

Trnsfr, calculates the value of the activation function 

depending on the value of the total sum of the synaptic 

products applied to the input of this block. To implement 

different activation functions, several blocks have been 

developed for a series of classic functions such as: step 

(Figure 4), linear, etc. 
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Figure 4.  Structure of the step activatation function. 

 

As a result of the synthesis of the structure of the 

neuron, the architecture presented in Figure 5 was 

obtained, in which the conceptual similarity with the 

model of the artificial neuron presented in Figure 1 can be 

noted. 

 

 

 
Figure 5.  Architecture of the step activitation function. 

 

Using the neuron model at the design stage of artificial 

neural networks significantly simplifies the process of 

their implementation in hardware. For the implementation 

of neural models in the automation of industrial processes, 

methods and tools for the synthesis of artificial neural 

networks based on programmable circuits were developed 

and implemented. The use of programmable circuits for 

the implementation of artificial neural networks presents 

remarkable engineering advantages because they 

essentially simplify the design stage and offer possibilities 

for the optimization of neural computations. An essential 

advantage of this architectural implementation method is 

the possibility of designing an entire system on a single 

circuit. The main advantage of implementing neural 

networks based on reconfigurable circuits can be fully 

exploited only in the case of using programmable circuits, 

a fact that offers the possibility of parallelizing the 

calculation processes carried out in the structure of each 

artificial neuron [5, 13].  

III. CONCLUSION 

Following the analysis, it was possible to identify the 

individual characteristics of the described method of 

architectural design of artificial neural networks. The 

essential advantages of hardware implementation of 

neural architectures have been determined. In the case of 

the implementation of intelligent systems for the 

automation of industrial processes based on neural 

architectures, the possibility of specialization of these 

architectures for the optimization through spatial 

parallelization of neural calculations was highlighted. 

In the result, the specific computational features of the 

described architectures were identified. These 

achievements offer the possibility of implementing neural 

architectures based on programmable circuits based on the 

specifics and needs of the targeted problem. 
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