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Abstract

Maintaining the network connectivity during the missionrobots in Mobile Multi-
Robot Systems (MRSSs) is a key issue in many robotics apjgitat In our view, the so-
lution to this problem consists of two main stef: making robots aware of the network
connectivity; and (ii), making use of this knowledge in ortfeplan robots tasks without
compromising the connectivityin this paper, we view the network connectivity as an ab-
straction that is independent from application issuesh\Wtpect to (i), we propose a new
distributed algorithm that will be executed on individuabots to build and maintain the
connectivity-awareness. The correctness and theoreticdysis, as well as the simulation
results of the proposed algorithm are given. For illustigaii), first we show how our so-
lution allows checking the robustness of network connégtimore efficiently than existing
works; and second, we present an application of using thegevess in distributed robot
motion control to preserve the robot network connectivity.

keywords: Mobile Ad Hoc Network, Multi-Robot Systems, Distributed i Motion Con-
trol, Dynamic Graph, Connectivity Maintenance.

1 Introduction

The use of MRSs is promising in applications such as resceeatipns after natural disasters
like earthquakes. In such situations, a group of autonomahas has to collaboratively perform
a mission whose success depends on communication betwaigiduals. Many studies have
led to the conclusion that even the exchange of a small am@fuinformation improves the
performance of multi-robot systems in certain kinds of sgfdkac91, BA94].

In this paper, we are interested in communication betwebatsan a team relying on Mo-
bile Ad Hoc Network (MANET) technologies [Per01]. In suchtwerks, a robot is not only
an “ordinary” networked node, but also a router that relagssages for their neighbors. The
communication between robots which are not neighbors aanttke place through consecutive
intermediate relaying nodes. Furthermore, robots aretaldetect some neighborhood-related
events (e.g. the appearance or disappearance of neigkieomk¥ to the underlaying networking
services. Though useful, these information are not enoaiginéble robots to plan their motion
while preserving theinetwork connectivitguring the mission. In our vision, solutions for this
problem should consist of two main stefg: making robots acquire a sufficient knowledge on
the network connectivity; and (ii), exploiting this knodgde in order to maintain the best the
network connectivity while performing other taska/e further argue that the first step can be
viewed as an application-independent abstraction. Thttesawareness of the network connec-
tivity should be provided to robots as a basic networkingiserlike routing in MANETS for
example.

Thereafter, we present our solution for the step (i); in Whige attempt to make autonomous
robots in a MRS individually aware of the network connedyiviThe work presented here can
be considered complementary to the mobile networking rebdeld. And then for illustrating
the step (ii), we present the use of the connectivity awa®iretwo applications: verifying the
robustness of a wireless network, and distributed robotanatontrol. The rest of the paper is
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organized as follow. In section 2, we present some needewitttais about graph theory in the

context of MRS and set up the background for upcoming discnss Section 3 introduces a

new distributed algorithm to make robots in MRS connegtiaitvare. The maintenance of this
robots’ awareness in the presence of the mobility is theordesd in section 4. The concept of
connectivity is further extended to robust connectivitgéction 5. This extension includes also
an efficient distributed algorithm for critical nodes détea. In section 6, a use of connectivity
awareness for the maintenance of network connectivity ittinabot exploration is presented.

Section 7 presents related works; and finally, section 8lades with a summary of the benefits
of our proposal and future work.

2 Awareness of Network Connectivity

As an example for illustrating our approach to maintaining tonnectivity, first consider a
leader-follower MRS like the one in the figure 1. The team ists®it to explore and build
the map of some unknown area. To speed up the explorationisa team need to spread
out as large as possible in the ground. On the other hand,ntlisy keep in touch with each
other, and particularly with the leader (rohigt so that they can share the map of the explored
area, and thus avoid overlaps between them. An efficienbexpbn algorithm has to find out a
good compromise between these two conflicting constrakas.that, one has to deal with the
guestion: given the limited communication range of robbtsy can robots individually choose
a move toward a target while keeping in touch with the othamimates.

© Robot — Communi cati on link

Figure 1. A Networked Robotics System.

The basic idea in maintaining the network connectivity islsuobotic application is that:
each robot in the team, while performing its task, has to keep in toudh ai leastone neigh-
boring robot; from which we can find a set of consecutive relaying robotsatovthe leader
(robot1). Concretely, in the system shown in figure 1, robaind robot have to maintain their
connections with robot, and robot6 has to stay in touch with robét Robot3 and robot4
should move around in such a way that the links between thehmabot2 will not be broken.
For robot7, there are two different paths to robitit needs to maintaiat leastone link with
either robot3 or robot4. So robot7 has more choice to move while taking the connectivity into
account. If robots are all successful as such, then the ctimite of the whole system will be
ensured.

We model a networked robots system bywardirectedgraphG = (V, E), whereV is the
set of robots in the networkly = V x V. There is an edge = {u,v} € E if and only if u
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andv canmutuallyreceive each other’s transmission, i.e. the link betweemtis bidirectional.
In this case, we say andwv are neighbors, and the edge is also referred esnamunication
link between the two robots. Note that the graph is dynamic i.echange in time as nodes are
moving. The terrmodeis used to indicate a robot, or vice versa interchangeably.

Definition 1 (Communication path)in the graph’z, aloop-freesequence of nodes taking partin
the process of relaying data fromto v or symmetrically fronw to « is called acommunication
pathp(u,v) (or simply a path hereafter).

We use a vector-like representation to denote a paih, u,,) = (uy, us, ..., u,). FOr some
nodek, k € p or k & p specifies that the paghincludesk or not, respectively. By definition, any
edgee € F is also a path.

Definition 2 (Connected graph)A graph( is said to be connected if and only if for anyv € V,
there exists a path(u, v).

In our work, instead of the term “any” in the above definitiove take a “fixed” node and
term it thereference nodeThe definition 2 is equivalently restated as follow.

Definition 3 (Referentially Connected Graph{iven a reference node € V, the graphG is
called referentially connected if and only if for any othede € V, there exists a path(u, 7).

Definition 4 (Access Robot and Access Patlgiven the reference robet and two different
robotsu, v € V, v is called an access robot faiif and only if there exist an edgg{u, v} € E*
and there exist a pafi{v, ) such that: ¢ p. We callp anaccess path

We coin the knowledge (stated by the definitions 3 and 4) byteéne awareness of the
network connectivitpr simplyconnectivity awareness

3 Making Networked Robots Connectivity Aware

A connectivity-awareness for a given robot is materialiasdaconnectivity tablgor table for
short if there is no confusion) containing a set of accesksparhese paths represent a partial
view of the network connectivity. For example, the tableaat 7 in the network in figure 1
should have two access patfis2,4) and(1, 2, 3) corresponding to two access rob8tand4.
Based on this knowledge, robots know which neighbors theulshdepend on for maintaining
the connectivity with the whole network. For instance robd&nows that it needs to maintain
the connection with robot, but not with robot6 because there is one path refering to robot
1 as the sole access robot. On the contrary, rébotust keep in touch with robdi. This
section presents our algorithm to build the connectivibtda For the sake of simplicity and in
order to be comprehensive, we make assumption that the ciwvityeshould not change during
the execution of the algorithm. In fact, all the presentexsuits can be covered without this
assumption as in section 4, the maintenance of the conrtgdiable in the presence of the
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mobility is introduced; and in section 6, the simulationshamoving robots also validate our
approach.

Assume that at the beginning of a mission, robots are closadb other and form a network;
therefore, they can communicate and rely on MANET routirajquol for message transmission.
We also assume that a message sent by a node is receivedlgavidtn a finite period of time
(astep by all its neighbors, and that every node knows its ID, and IDs otsaheighbors. The
main concerns in making robots network connectivity-awass now turn out to be the problem
of selecting the reference robot, and building the tables.

Choosing a reference node can be application-dependembigind involve multiple criteria
such as the energy level, the number of neighbors, hardegquérements, etc. In some situations
the choice might be easier than others, such as for leatlew&y systems, the leader is a good
candidate for becoming the reference. Or when the robot tesad to maintain the connectivity
with a base station, then the latter will be chosen to be tfexrgece node naturally. Another
option to generalize the approach is to employ a marketHikleling mechanism to select the
node that will be the reference.

Once chosen, the reference robot will broadcast to all igsloop neighborsHew Access- Pat h
message, which encodes the new access path. In the caseefttiemce node, the access path is
composed of its own ID. The access path also refers to theage'sssender as the access robot.

3.1 Basic Messages Forwarding

Algorithm 1: Algorithm to be executed upon the reception oNew Access- Pat h
message — a straightforward version.

Input: TheNew Access- Pat h MessageM

Output: The connectivity tabld of robot is updated
1 begin

2 p < the access path iM;
3 if this.i d() & pthen

4 add the patlp to the connectivity tabl&;

5 update and forward the message to all neighbors;
6 end

7 end

On receiving aNew Access- Pat h message, a robot extracts the access path encoded in
the message’s content (see algorithm 1). By mean of thigrnrdton, robot is able to check
whether this message has been already received by itsedt.oFhis check step ensures that the
path is loop-free. If the message has been already procassedimply ignored. Otherwise,
robot will add the path to its table and re-broadcastsea+ Access- Pat h message (with
its own ID added to the access path sent along with the mesgtages neighbors. Hence the



Figure 2: A network configuration that results in an inconplaccess robots list for robats
Robotl is the reference node.

message incrementally spreads out in the network. As longodss are reachable from the
reference node, they will receive the message and buildeipdtvn access table.

3.2 Optimized Messages Forwarding

In the basic version of the algorithm, robots will retransatlithe non-acyclic paths they receive.
However, the main objective is to build as complete as ptestile list of all access robots among
the neighboring ones for individual robots, and not to find amintain every path toward the
reference node. The paths are stored to deal with the moibiMIRSs (to be presented in section
4). This remark leads to a significant reduction in numbeooiarded message. First, we notice
that after forwarding the first path a robot receives, théitsaheighboring robots except the one
who has just sent the message, will proceed and consideotios as one of their access robot.

Because robot know that after the first time it forwards a mgssthere is only one robot —
the sendek of the first message that robot has just received, has no¢gestered it as an access
robot. The selection of path to forward since then is basethercriteria that a path does not
go throughs. Therefore, if a robot can become an access node for all ighbers, it needs to
forward only two messages. In this new version (algorithpr@)ots still store all the paths they
receive, but forward at most two paths to help their neighltorbuild the table as complete as
possible.

With a network configuration depicted in figure 2, the aldorit2 will build a connectivity
table stored on each robot that looks like in the table 1.

As seen from the table of rob@8t(table 1(b)), the first time when rob8treceives the path
(1,2) from robot2, it forwards this path again. Since then, when it receives paths(1, 2, 5),
and(1,2,4,5) retransmitted by robdt, because these two paths both go through r@batich
cannot consider robd as access robot; thus, roldjust stores this path in its table without
continuing the retransmission.

3.3 Algorithms Analysis

We now prove the correctness of the network initializaticocedure depicted in algorithm 1 and
2. We have the following propositions.



Algorithm 2: Algorithm to be executed upon the reception oNew Access- Pat h
message — the optimized version.

Input: TheNew Access- Pat h MessageéV

Output: The connectivity tabld of robot is updated

1 begin

2 p < the access path M,

3 if this.i d() ¢ pthen

4 addp into the connectivity tabld;

5 if already forwarded two messagem®en

6 | return;

7 end

8 if this is the first time robot forwards a message
OR(firstAccessRobot.id() ¢ p) then

9 first AccessRobot «— M’s sender ;

10 mark the path in the connectivity table as forwarded;

11 update and forward the message to all neighbors;

12 end

13 end

14 end

Proposition 1. The process of initializing the network is loop-free, andl varminate within/
steps, whereis the length in term of hop-count of the longest access pettha network.

Proof. Loops occur when a message that has been treated by a gtstback to this one, and
it still proceeds with it. However, line 3 of algorithm 1 (aatko in algorithm 2) ensures that
loops are filtered out.

The process of network initialization started by the rafieeerobot and spreads out in the
network step by step. After steps, nodes that akehopaway from the reference node are able
to build up paths composed bf— 1 intermediate nodes. As there is no loop in its execution, the
procedure will terminate withih step, wheré is the length in term of hop-count of the longest
access path. O

Proposition 2. The message complexity of the algorithm 2{s — 1) + 1, and there aréd
paths in the connectivity table, whetas the number of robot’s neighbors.

Proof. The proof is trivial and can be drawn directly from the psewgdde of the algorithm 2.
Because each of — 1 robots sends out at most two messages, and the referendeseolos one
message. There are at most totally, — 1) + 1 messages — and this is the upper bound for the
number of messages. In return, a robot can receive at moss2ages from one neighbor with
one path to store, thus the size of the connectivity tablénsast2d. 0



Table 1: Connectivity tables of some robots in figure 2.

(a) robot2’s
Access Robots Access Paths Retransmitted
1 (1) yes

(b) robot3’s
Access Robots Access Paths Retransmitted

2 (1,2) yes
5 (1,2,5) no
5 (1,2,4,5) no

(c) robotd’s
Access Robots Access Paths Retransmitted

2 (1,2) yes
5 (1,2,5) no
5 (1,2,3,5) no

(d) robot5’s

Access Robots Access Paths Retransmitted
2 (1,2) yes
3 (1,2,3) yes
4 (1,2,4) no
6 (1,....,6) no

3.4 Simulation and Discussion

The straightforward algorithm (algorithm 1) builds a coetpllist of the access robots for ev-
ery non-reference robots in the network. However, it issubsge amount of messages: for a
network ofn robots, the message complexity is@fn!) in the worst case (c.f. see the propo-
sition 7 in appendixe 8) where the network graph is complatthough the worst case almost
never happens in practice, this naive approach is likelgtmally infeasible for highly densed
network. In a simulation with a network composed of 20 robtite average number of robot
neighbors ist, this algorithm had issued 1,072,254 messages; that mearreaot had to deal
with about 53,000 messages on average. Therefore, thisnéssapplicable only for very small
network.

In the optimized version, the number of messages traveitinge network is significantly
reduced, and has message complexit@)(in). Nevertheless, this precious reduction comes at
the price: the access list of robots is not ensured to be amfidir some cases. For example in
the figure 2, robob might receive and forward two patls, 2) and(1, 2, 3) before the reception
of any path through robdi from the other direction. This results in no any path follogihe
long path (represented by the curved-dot line) reachegds8lmw 4, and these two robots forward
only one path, making the access robot list of rabwtcomplete.

In order to find out the number of robots in network whose theess list is not completed
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Table 2: Statistics of number of robots whose the accesss it complete.
Network Size
11[15[20] 50| 100 500
max O|5|6/|11] 17 | 40
min o/0j0]j]O0| O 0
median 0|0y 0]0| 2 | 10

Statistics Valu

(referred hereafter incomplete nodes for short), we redligeries of simulations for random
networks with various size (c.f. table 2), and differentwmk density (ranging from 3 to 18).

As can be seen from the table 2, even for large network (witidheds nodes) the ratio of
the incomplete nodes on average (calculated by the medagistsss function) is much lower
than 10%. Furthermore, most of them lack only one robot inabeess list. Therefore, for
many purposes (like the application in section 6), the lisltlby the algorithm 2 is sufficient.
Although, a remedy for this shortcoming is also proposectatien 5.

4 Dealing with the Dynamic in the Network Topology

Since the environment is subject to change, and that thaésebove during their mission, the

network topology can change over time. Besides, the retereobot or any other robot fails

to work due to various reasons: hostile environment, robos rout of on-board battery for

instance. This poses a problem of ensuring the coherenbe tdible with the actual situation of
the network or to recover from robots’ failure. Here we cdesithese cases for the optimized
algorithm version.

4.1 Lost of communication link and meeting with new robots

There are two situations that might make the informatiometable obsolete: robot “meet” new
neighbors or it is out of reach of an access robot (causedrédthaccess robot’s failure or robot
moves out of reach of the other one).

As soon as a robot detects a breakage of any link with an accessbot, it will remove
all the access paths going through this link in its table. nfitdroadcasts &i nk- Br oken
message to its neighbors. The message contains id of thersamdi of the disconnected access
robot. If there are already forwarded paths to delete, rablbselect not-yet-forwardedpaths
in its table based on the criteria similar to that in the alhon 2 (i.e. there are at most two
forwarded paths, and these paths must help their neighborslt as complete as possible their
list of access robots). These paths are then sent alonghatméssage.

Any robot receiving d.i nk- Br oken message will check in its table and crosses out any
access paths through the broken link. The “reserved” pattisei message will be added into its
table as well. If there are any forwarded paths to be deletdwt selects paths in its cache (with
the newly added paths) to send with thienk- Br oken message to its neighbors. Therefore,
all robots that might use the broken link will be notified upand then update their tables.



Consider the network in figure 2 for example. Suppose thalinke{2, 5} is broken. Robot
5 detects that it is no longer in touch with roliptthe path(1, 2) will be removed from its table.
Because there is only one forwarded path left, robot wikskih its cache and takes out the path
(1,2,4) to forward along with thdr oken- Li nk message. And so on, robdtst and6, upon
the reception of this message, will update correctly it¢abl

When robots meet new neighborsthey will exchange their connectivity table to each other.
A modified version of the algorithm 2 will be executed on eaubots to detect, store new access
paths and notify neighbors about updates.

4.2 Failure recovery

The update mechanism in the section 4.1 ensures that thecwrity table is kept coherent with
the actual network configuration in the presence of the ntgbiBut what will happen if the
reference robot fails to work? If the access robot list is plate, the recovering mechanism for
such failure is simple as follow: as soon as a robot deteetsttdoes not affiliate to any access
robot (the table is empty after an update), it will declaselitas the new reference robot. This
declaration is sent along with tha nk- Br oken message. Other robots upon receiving this
message will follow the update procedure (section 4.1), taedsub-networks will be formed
naturally.

Network patrtition : in the network in figure 1, the failure of any robot among rishig 2,
and/or5 will disconnect the network into two or more sub-networkbe3e nodes are identified
as critical nodes (c.f. definition 5 in section 5). Supposegkample, robot failed to work, then
the recovering mechanism will re-form the network into tvasrponents: the first one consists
of robots2, 3, 4, 7, and robot, 6 will be grouped into another one.

Merging sub-networks:. after the partition, the sub-networks might get close tthesher, in
that case, these sub-networks should regroup again. Imajewe propose that each sub-network
has an id which is the id of the reference robot in that groupe @ossible solution is when two
groups “meet”, the robots at the boundary will exchanger ttadile with the information on the
reference, and the sub-network whose the id is smaller fiiiee to the other one.

5 Robust Network Connectivity

In many applications, mostly in hostile environments, owesh to ensure that the malfunction
of any node or disruption of any link in the network will notuss interuptions in communication
of any pair of nodes in the network. Networks having such anectivity property are said to
be robust and fault-tolerant. Obviously, this constrasntiuch stronger than the “simple” con-
nectivity discussed so far. In this section we point out tlatronships between the connectivity
awareness with the robustness of network connectivity.

Let N(v) is the set of the neighboring robots of rohotA(v) C N(v) andNA(v) C N(v)
are set of the access robots, and set of non-access robatsatfrrespectively. We have the
following equation:
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NA(v) = N(v) \ A(v). (1)

In the network in figure 3, robdtis the reference node, we haxté¢l) = {2, 3}, A(2) = {1},
andA(1) = 0.

Definition 5 (Critical Node and Critical Link) A nodeu € V, or alinke € E of the graphG' is
critical if its removal from the graph will disconnect theagh into two connected subgraphs or
more. Otherwise, it is called non-critical.

Definition 6 (Robust Connected NetworkA robot network is said to have a robust connectivity
if and only if Vu € V (andVe € F), u (ande) is non-critical.

Definition 7 (Cycle or Circuit) A closed path without self-intersections starting from anding
atwu is called a cycle or circuit, and denoted Oi).

Proposition 3. For any node: € V' is non-critical if and only if there exists at least one citcu
((u) such that'v € N(u), v € ((u).

Proof. If such a circuit{(u) does exist, then when we remouefrom G there must be one
path obtained frong () by removingu from ((u). And all the neighboring nodes afare still
connected to each others. Therefore, the node is nonatritic

On the other hand, if is non-critical inV/, then after its removal the graph remains connected.
That is we must be able to find a path in form (f,,, v1, vs, ..., v}, uk,, V..., v, ug,,), Where
v; € V, anduy; € N(u). The circuit((u) is obtained simply by adding to the begin and the
end of this path. This concludes the proof. O

For referentially connected graghwith the reference robot, we have the following prop-
erties.

Proposition 4. Any non-reference node € V' is critical if and only if A(u) C N(u).

Proof. The proof is quite straightforward and can be deduced dyr&cm the equation 1.

If nodew is critical, by definition when remove it fror&, there must be some other nodes
that are no longer connected to the reference robots. ThatAsu) # (), or A(u) C N(u).

If A(u) C N(u) and suppose that nodeis not critical, then after its removal, the nodes
in NA(u) # () are still connected, meaning that these nodes have othesacode than.
Thus node. can consider these nodes as its access nodes. This leadsriadtion with the
hypothesis. Therefore, nodss critical. O

For determining if a link is critical, at the first glance, améyht suppose that a link connect-
ing two critical nodes is critical. But like we can see frorne tietwork in figure 3, this assumption
results in wrong determination. With the connectivity agragss, we have the following propo-
sition that crosses out this misconception.

Proposition 5. Any link e(u,v) € E'is critical if and only if A(u) = {v} or A(v) = {u}

11



3

Figure 3: Nodel is the reference nod@.and4 are critical nodes, but the ling2, 4} connecting
them is not critical.

Proof. If e(u,v) € E is a critical link, then when the link is broken, either nader v will be
disconnected from the reference node. If the disconneaidd isu, thenu must have no other
access robot tham(A(u) = {v}). Likewise, if the disconnected nodeusthenA(v) = {u}.

In the case wherd (u) = {v}, then the breakage of this link will separate the nodes ottnne
ing to the reference node throughirom the sub-component with the reference node. Therefore,
e(u,v) is a critical link. Similarly for the case wheré(v) = {u}. O

5.1 Completing the Access List

The propositions presented in section 5 reveals that thécation of whether a network con-
nectivity is robust is a trivial problem and can be done inrniest straightforward way once the
access list is complete. However the algorithm 2 does natrersich a requirement. In order
to remedy this shortcoming, first we tried many optimizasi¢af. see Appendix 8) to find out
the ones that can help to reduce the forward paths, as wetlasesthat all the access robots are
figured out in the list. Unfortunately the efforts all havédd. But we have an important notice:
if the list of access robot on one node is incompleted to keal] that is because of some of
its neighbors did forward only one path. The solution for pteting the access list should be
solved with such neighbors.

We make use of a mechanism similar to the RREQ (Route ReqaredtiRREP (Route Re-
ply) in the DSR routing protocol [JMBO01] to complete the axsdist. After the reception
of the first New- Access- Pat h message, robot will wait for a period of time (defined by
Conpl et e- Wi ti ng- Ti me- Qut constant). When the time out passed and if the list has
not yet been completed, robot will send a messagep| et e- Access- Pat h- Request to
its neighbors who it has received only ddew Access- Pat h message from.

TheAccess- Pat h- Request message contains:

e The id of the messagéf a robot receives a message, it will register the ideratifan of
this message to not proceed further it within a certain peofbtime. This trick helps to
avoid flooding the network with the same request.

e A reverse patlused to send back when a robot find such a path. This path begml
of the original message’s issuer, and when it is forwarded bybot, the sender’s id will
be incrementally added to the path.

When a robot receives an already treaded ess- Pat h- Request message (robot recog-
nizes this by mean of the id of the message and those it hagl$ttihe message will be ignored.

12



Otherwise, it will look up in its table to find a path satisfgithe condition, if such a path is found,
robot broadcasts aficcess- Pat h- Response message that contains this path. On receiving
anAccess- Pat h- Response message, a robot will add the complementary path to its.table
If its id is in the reverse path, it will remove the id from tipath and continue forwarding the
message with the updated paths (i.e. the complementarypdtthe reverse path).

Let us reconsider the network shown in figure 2, after theim@itime is out, robo® finds
that its neighbors, rob& and4, have just forwarded ondew Access- Pat h message, robot
2 will send out amAccess- Pat h- Request message to the two robots. When robo¢ceives
this request message, it can not find any path in its tablertptaie the access list, it broadcasts
the message to robdt Because robdt finds the patf1, ...., 6) that does not go through neither
robot2 nor 3, it broadcasts a neiccess- Pat h- Response message to robétand4. And
so forth, the message will reach rol2db help it complete the access list. This solution is frditfu
with least extra message.
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Figure 4: A simulation snapshot of critical nodes detecti®he reference robot is the biggest
circle. The critical nodes are highlighted by a diamond atbuThere are 100 nodes in the
network, all 8 critical nodes are detected successfully.

5.2 Checking the Robustness of the Network Connectivity

According to the proposition 4, and 5 (section 5), any nderemce node knows that it is critical
if the number of its access robots is smaller than that ofetghbors. In addition, if robot has
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Table 3: Average total number of messages proceeded parwithahe completion procedure

of the access list with the various network configurations.
Network size

15[20[50] 100 500

Statistics Valu

max 6| 7|9 9 9
min 21213 3 3
median 3134 4 4

only one access robot, then the link between it with the sotess robot is critical.

The criticalness determination of the reference node isdas the proposition 3. The ref-
erence robot after sending the figw Access- Pat h message, will receive and register all
the paths back from its neighbors. From these paths, theerefe node will be able to construct
a graph and deduce from that whether it is critical or not. Niog detection of critical nodes
in network can be carried out simply by waiting for some perd time so that the knowledge
converges to the stabilized status, and then apply the gi@wen propositions to identify the
critical nodes. We carried out series of simulations asritesd in section 3.4. A snapshot of the
simulation is shown in figure 4. The detection of our algantis check again with a centralized,
global algorithm. Our algorithm detected successfullycatical nodes.

The metric to evaluate the algorithm performance is the camaoation overhead, i.e. the
total number of messages. As observed from table 3, the mewinumber of messages sent
by a robot is about 10, and the average number is very low. Fh@®e simulation, we can
figure out that the message complexity build the complete access list is@fkn), wherek is
somewhere betweeh(the best case) artl(the worst case). Furthermore, we did not find any
clear correlation between the network density and the numlb@essages sent by robots. This
can be explained as robots always forward at most two messagardless of the number of its
neighboring robots.

6 Using Connectivity Awareness in Multi-Robots Distributed
Motion Control

The awareness gives a new perceptions on the connectivitgdividuals in the network. The
maintenance of connectivity can be thus interpreted foividdals in the network as follow:
given a reference robot, for preserving the network conwviggtrobots need to maintain the
communication links with their access robots while perfimgrtheir tasks. This section presents
a preliminary application of integration of the connediivawareness with distributed motion
control in multi robot exploration under the wireless netivoonstraint.

Exploration is one of the main applications in robotics. Aoplar approach is derived from
Yamauchi’s work [Yam98]. The basic idea is simpie:order to gain as much new information

2This number of messages is the total number of messagesl isgube algorithm 2 and the access list com-
pletion procedure.
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as possible about the unkown world, robots in the team neeabiee to the boundary between
known and yet unexplored environmenhe boundary is also referred as the frontier; hence the
derived approaches are namedfrasitier-based robot explorationMany works have brought
significant extension with a team of robots in order to speedhe exploration process and
to decrease the uncertainty in information gained [BMSS®BTX06, RBO7]. These works
mainly focused on proposing efficient collaborating mecras so that the overlaps between
robots would be minimized. Among others, we choose to matiéyalgorithm proposed by M.

N. Rooker and A. Birk [RBO7] for our illustration.

Based on on the Yamauchi's approach, extended with thereamisaf wireless network taken
into account, Rooker and Birk’s algorithm ensures thatraytine exploration, no robot will loose
the connection with the rest of the team. Yet this is a totadiytralized approach with an implicit
server that collects all the position of the robots in therteAt each iteration, in order to avoid
the combinatorial explosion, the server generates a soba#itpossible positions for all robots
in the team (referred ascanfigurationin their work), then evaluates the generated configurations
of the whole system to choose the best one according to tiitg fitnction. The same result can
be obtained in a distributed fashion using our solution faintenance of connectivity, and the
robots’ motion control as well.

6.1 Assumption on Robot Platform and Exploration Algorithm Implemen-
tation

As in their work, we model the ground to explore by a 2D occuyagrid, composed of cells.
Each cell has one of four possible valuasknown visited frontier, andobstacle An unknown
cell is the one that has not been visited yet by any robot. As s@ robots position themselves
on an obstacle-free cell, it marks this cell as visited, ddrteighboring obstacle-free cells will
be the frontier cells if their status are still unkown; alffoe obstacle cells is sensed by robots
when they situate on the cells next to these ones.

During the mission, each robot maintains a map. We assuntedbats are capable of
localizing itself with respect to its own local map. When otdsense and update the status of
yet-unknown cell, they will update this information in thewn map and broadcast the update
to the teammates (those who are in the same network) as well.

We also assume that the local time on each robot is synclewrakz the beginning of the
mission, and during the mission as well. The simulationscareied out by exploration time
step. An exploration time-step is defined by the period oktiior robot to calculate the next
cell to move to; and for accomplishing the move. We assunteaththe updates with respect to
the network topology change are also accomplished withiexaioration step. At each iteration
(exploration step), the new position is determined as Vallat first robot calculates the closest
frontier cell with respect to its present position, then astacle-free cell among its neighboring
cell will be the new position if this move does not get robot ofithe safe-moving zone (to be
defined in section 6.2) of itestaccess ( cf. the 3 for more details).
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Algorithm 3: Robot’s Exploration Stepping
Input: A set of frontier cells
Output: The next move, that gets robot closer to the closest frooék without breaking
the communication link with the last access robot, othezwisove toward the
access robot.

begin

[Eny

/1 an exploration tinme-step
2 while frontierCells.i sNot Enpt y() do

3 target < the closest frontier cell for robot;
4 calculate the best move toward ttaeget that keep robot in the safe-moving zone
of at least one acces robot;

5 if such a move was fourtlen

6 move to the new position;

7 broadcast new position to neighboring robots;

8 else

9 move toward the access robots with whom the distance isdutitan the
radius of the safe-moving zome (but within the communication range);

10 end

11 if has new exploring informatiotihen broadcast update to all teammates;
12 end
13 end

6.2 (Sub-)Network formation and partition

In the simulation implementation, we make use of the widelgepted communication model
which is aunit graphwhere the neighborhood-ship is defined based on the Eunlidistance
d. between robots. All robots have the same communicationerghgande(u,v) € E «
d.(u,v) < R. Regarding the maintenance of network connectivity, wenéefi safe-moving
zone that if one robot wishes to stay in touch with its accebst; it must be within this zone
(figure 5). This safe-moving zone is determined by a circlege®d at robot and has the radius
r < R. The awareness is now translated into the constraint f@cgefj a move of a robot:
robots should not go out the safe-moving zone of their acwéxss. The access list on robots is
built by the algorithm 2, without the procedure to compléte i

The connectivity constraint introduces an asymmetric ddpacy between a robot and its
access robots: robots depend on their access robots fotisglthe next position; as consequent,
robots tend to follow their access robots. However, becdélusecalculations are realized in
parallel on individual robot, the safe-moving zone is naiwayh to keep robot always in touch if
there is a concurrent situation as shown in figure 6, wheretrdlnd robot3 are access robot
of each other, and at the same time, they move out of the comsation range of the reference
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range R

Radius r of the
safe-moving zone

Figure 5: Communication range (the bigger, light-graylelrand safe-moving zone (the smaller,
and darker one). The safe-zone moving of rabst the combination of the safe-zone moving of
two its access robotd: and robo®. In order to maintain the connectivitiz; should not move
out of this zone.

robot1.

3 /
Rohots' moving divection
1 /v'
-
2

Figure 6: A concurrent situation causing the network partit

In such a situation, for applications where a permanent ectivity is required, a more so-
phisticated coordination need to be defined in order to raairthe connectivity. In the work
presented here, robots only make use of basic knowledgesafahnectivity to keep in touche
with each other. When being turned on, a robot starts to loolkafnetwork with a reference
robot to affiliate to. If the network is not found, it will waior a random period of time before
declaring it self as the reference robot of the new subndétvwihen two sub-networks get close
to each other, they will merge into larger one. Robots aréoarly deployed on a terrain of
extent45 x 45 cells. Figure 7 introduces the snapshot of our simulator.

6.3 Simulation Results

First of all we evaluate the performance of the exploratigo@thm. The result regarding this
evaluation is given in the chart in figure 8. The number of tebo simulations varies from 5

to 10. Although there are many potential improvements thattwe added to the coordination,
the algorithm scales well: addition of robots to the exgioraalgorithm reduce linearly the

exploration time. We evaluate the performance of the sagerighm in two cases: with and

without limiting the communication range. When limitingettommunication range, we set
R =15, andr = 12 in distancé unit used in the simulations.

Sa distance unit is the maximum distance a robot can movemdtlsiep.
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The simulations are realized to prove the feasibility ohgsawareness in maintaining the
network connectivity; in which, we do not require a permanemnectivity in the group of
robots. Furthermore, it is difficult to ensure such a conmiggtin the presence of obstacles.
Hence, with respect to the evaluation of the connectivityntemance, we remove all the obsta-
cles and robots are placed close to each other at the begiahihe mission so that they form a
network. Then we record the time duration of the networkhid first partition takes place. We
measured for groups of 5 and 10 robots, with the safe-movomg zadius varies from 7 to 14
distance unit. Each configuration are run repeatedly 20stiniéhe median value of these runs
are shown on the chart in figure 9.

We can draw the conclusion from the chart that the radiuses#ie-moving zone has more
impact on the network of smaller size. This results are webeeted because there are more
concurrent processes in larger network leading to thetjmartf network.

7 Related Works

In this section we briefly review some works that are closeuts an the context of maintaining
connectivity in mobile wireless network and the applicatad these techniques to maintenance
of connectivity (distributed motion control under the s network constraint) in Multi-Robot
Systems.

7.1 Robustness of Connectivity in Wireless Mobile Network

Some previous works have already discussed the issue mltriode detection in MANET.
A classical, centralized approach using a DFS (Depth Fiesr@) is presented in [DABSO0O].
Sheng et al. [SLS06] presented a distributed algorithm,aha@MCC (Detection Algorithm
based on Midpoint Coverage Circle). The algorithm first datee whether a node is critical in
an area (Midpoint Coverage Circle). Once a node is suppasbd tritical, they need to find
all global paths between the node and its neighbors to cdadu the global criticalness of the
node. Because of the need of all global paths, the algoritkffers significant communication
overhead for the detection. The approach might not scal@lol@lternate approach based on the
detection ok-hopcritical node of M. Jorg et al. [JSHSRO04]. Instead of being aware of global
network topology, only nodes which are k-hop neighbors arge the information to rebuild a
local view of the connectivity. This work is then extendedM.NSar] with the procedure to
remedy the criticalness once detected. This has the adpanfaeliminating the need of global
information. However, up to 20% of nodes are falsely dedas global critical due to this
compromise.

Similar to work in [JSHSRO04, DLNSar], Ahmadi and Stone [A8Pproposed a distributed
algorithm for checking whether a robot network connegivét robust (referred in their work
asbiconnectivity. This algorithm issues a huge number of messé&ye(!)) due to the full
exchange of the network topology. In addition, they made@gtassumption on the mobility
of the robots: during the execution of checking the bicotimiég, robots should not change the
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network connectivity. This work is extended in [AS06b] witie work to move robots in the
system in such a way that the network is always “bi-connécted

In short, as compared to these works, advantage of our agfpoa@r these works is that: the
awareness of the connectivity reveals that the checkinghaftmer a network is tolerant to the
connectivity of nodes is a trivial problem and can be dondérhost straightforward way with
least communication overhead, provided that the referande is well chosen.

7.2 Connectivity Maintenance in Multi-Robot System

Applying the MANET technologies to the communication of arteof mobile robots is not
new in the literature [Win00]. However, to our best knowledthere has been limited wdrk
that consider the awareness of connectivity in a networkbdts system as an abstract service
that can be incorporated into various applications. Ratherissue of maintaining the network
connectivity is tightly-coupled to the application, hertbe solutions are proposed in ad hoc
manner. Many works have attempted to take the communicatostraints into consideration
when planning the motion for robots in MRS. A typical examiplthe exploration of an unknown
environment by a team of robots that communicate in ordeollalzoratively build up a map.

Vazques and Malcolm [VMO04] proposed a solution where ropetsodically broadcast their
positions and current headings. Based on the informatiail tfie other robots, each robot re-
builds the current network topology and tries to maintag¢hnnection with the team. Sheng et
al. [SYTXO06] proposed a distributed bidding mechanism &doats team exploration. A heuristic
utility function based on theearness measugides each robot to keep it close to the others.
In all of these solutions, the global information (all rofgbositions) should be propagated to
every robot.

Works in [SJKO08] are to objective of controlling the motiohaogroup of exploring robots
while maintaining the connectivity with a stationary rolota walled environment. However,
the entire procedure has not been decentralized, but onhe g@rts. The authors in [ZP07b]
developed a centralized feedback control framework toeditie agents to configurations away
from the undesired space of disconnected networks whilemgpcollisions with each others.
This work is then decentralized in [ZP07a] but with a comneation overhead ab (n?).

8 Conclusion and Future Work

We presented in this paper a novel approach toward maintpthe connectivity in networked
robotics system. The knowledge on the connectivity is lyilmean of a distributed algorithm
which results in very low communication overhead. The th@oal results of this paper have
been confirmed by simulation of various robot network comfigjons.

Furthermore, in the proposed solution we consider the ativity awareness as a separated
concern that can be reused in various robotic applicatiatis different application-dependent

4[zP07a] introduces a distributed topology control thattako account what they callsgcondary objectives
This notion is very similar to the one we have in mind when wepgise the maintenance of connectivity as a
transverse concern.
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strategies for connectivity maintenance as illustratevimapplications of checking the robust-
ness and of controlling the robots motion in this paper. Asgared to existing works, our
solution is much more efficient in term of communication ¢vesxd. For checking the robustness
of the connectivity, our algorithm requirg€s(kn) messages (k is somewhere betw8eand9)
while Ahmadi and Stone’s solution [AS06a, AS06b] requitE@n!) messages or to build the
knowledge on network connectivity, our algorithm issug&n) messages, whilst Zavlanos and
Pappas’s [ZP07a] work, very close to ours in purpose, hasagescomplexity oD (n?).

Regarding future work, our starting point is to investigatgher on a protocol for more
sophisticated coordinations between robots in environinéh the presence of obstacles using
the awareness of the connectivity. The problem of seledtiegreference robot dynamically
would be also worth pursuing.

Appendix A: Message Complexity of the Algorithm 1

Proposition 6. In the worst case (i.e. a complete graph), the space contyplxi saving a
connectivity table message complexity of the algorithmtaoth O (n!).

Proof. When the graph is complete, i.e. all the robots in the netvaoekall neighbors of each
others; thus, any robot has— 1 neighboring robots. For rob@;, the message issued by the
reference robot reaches (and will be added to the dependbig)tit through all non-acyclic
paths. In a complete graph, there are stich- 2)![1 + % + % + ...+ ﬁ] paths. The space
complexity for saving the connectivity table is thQi$n!)

We will count the number of messages. First, the referensetifirst sends out the message
to n — 1 other robots. The next step, all— 1 robots will forward the message to all their
neighbors, hence there ate— 1 messages. A message will stop being forwarded when it gets
back to the node that has sent it out before. Thuk!"astep, there are — k& — 1 robots that still
send out message. As consequent, we have tdtalyn — 1)! messages or in other words, the
messages complexity of the algorithm is(ofn!). O

Appendix B: Optimized Messages Forwarding with Disjoint Pahs

Another way to reduce the number of messages traveling indtveork based on the conception
of disjoint path (c.f. definition 8).

Definition 8 (Internally disjoint paths) Two different path, (u, v) andps(u, v) are internally
disjoint if they have no vertices in common excepndo.

Proposition 7. In the algorithm 4, the message complexity of the algoritei@({2nd) whered
is the average number of neighbors.

SBesides, our solution applies even while robots are movasgopposite to Ahmadi and Stone’s work that
applies only if the network topology is freezed.
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Algorithm 4: Algorithm to be executed upon the reception oNew Access- Pat h
message — filter with disjoint paths

Input: TheNew Access- Pat h MessageéV

Output: The connectivity tabld of the robot is updated
1 begin

2 p < the access path M,
3 if this.i d() ¢ pthen
4 add the patlp to the connectivity tabld;

5 if the path is disjoint with all the paths in the tablethen
6 \ update and forward the message to all neighbors;
7 end

8 end

9 end

Proof. We first consider the worst case when the graph is complete ail the robots in the
network are all neighbors of each others; thus, any robot:had neighboring robots. For any
robot R;, the message issued by the reference robot rea&h#ésrough all possible loop-free
paths. However, robots do not forward all the paths, but dmbge that are internally disjoint
(c.f. definition 8 in 2) to each other. To count the number afess paths, we classify them
according to the length. Let denafg is the number of the paths having lengthAll the paths
of length1 and2 are by definition internally disjoint. They will all be addeglthe tableC; = 1,
andC, = n — 2. For countingC},3 < k£ < n — 1, we notice that since they are all internally
disjoint with each other, a neighboring robot/®fcan not appears more than once in all the paths
whose length is greater than or equal to 3. THU%,; Ci. < n — 2, wheren — 2 is the number
of neighbors excluding the reference robot. Totally, weehay (n — 2) + (n — 2) = 2n — 3
possible access paths sent by a robot.

During the initialization phase, the reference robot fiesids out thdNew Access- Pat h
message ta — 1 other robots. Since then the reference robot will not serythaore message.
For the othern — 1 robots, each robot sends at m@st- 3 messages, the total number of message
in the network ig2n — 3)(n — 1) + 1. So the message complexity(g2n?).

Note that the complexity above is for the worst case. In gdrfer the networks with refer-
entially connected graphs having the average degfi¢ée<< n), with arguments similar to the

above ones, the message complexity{g@nd). O

Acknowledgment

The authors would like to thank Arnaud Doniec, from the Eabds Mines de Douai for his
kindly help during the preparation of this paper.

21



[% B Frontier Based Multi-Robot Exploration 0]
5

communication link

I o
T T
un-visited cell

b

(a) The Simulation main screen.

% B Map of robotl

(b) A sample of robots’ local map.

Figure 7: A Simulation snapshot of frontier-based multhgbexploration.

22



Figure 8: Performance of the exploration algorithm with anithout limiting the communication

range.
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