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Methods of solving linear recurrences
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Recurrent sequences offer ways to solve effectively many problems that arise not only in multiple
branches of mathematics but also in various other areas of knowledge. Their applications for the
raising to a power of matrices, calculation of determinants, solving the Diophantine and functional
equations, counting the polygons, determined by a network of straight lines in the plan etc. are well
known. Recurrent sequences offer original ways to solve problems related to sound wave motion,
bacterial culture establishment, chromatography, minimal time learning strategies etc. The beauty
of recurrent sequences makes them an important chapter of Competitive Mathematics.
Some methods of solving recurrent sequences, including the use of finite-difference methods to
solve linear recurrent sequences of the first order with constant and variable coefficients and linear
recurrent sequences of second and third order with constant coefficients, will be presented. Some
problems, solved using the linear recurrent sequences methods will be presented too.
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The present paper analyses a class of nonlinear optimization problems with special restrictions,
we propose a direct method for solving the auxiliary problem, for which we calculate complexity, we
also assesses the maximum number of elementary operations and describe the optimal algorithm for
performing numerical calculations. The study builds an optimal algorithm for solving the auxiliary
problem of PG model; the complexity of this algorithm is O(nm2, N), the number of elementary
operations is minimal. Matrix inversion does not depend on the size of problem n and always has
constant size - m×m and the operation complexity is O(m3). In practical situations, if m << n,
then the value of m2 is much smaller than the value of n, thus can be considered as a constant,
resulting the complexity is O(n2), in other words it’s almost the same as for the approximation
methods. Thus, the model PG is fully functional and practically ”immune” to the size of the
optimization problem.
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